Machine Learning 1 — Exercise 4

Machine Learning for Computer Vision
TU Dresden

Learning of composite functions (deep learning)

a)

b)

Prove the statement from the lecture that
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Consider a compute graph (V, D, D', E,©0,{gu }ve(pup’)\v,6c0) such that

o | D=1

e D=VOyvy®

e Forallv e VV: P, =V. Forallv € V®: P, = V), For the single v € D’: P, =V,
Assume for any v € (DUD')\ V and any u € P,, the derivative 29w is given.

dorug ap,o(x)
Calculate:

(a) The number of multiplications needed to compute A, (x,0) for v € D' and all u € V
by means of forward recursion.

(b) The number of multiplications needed to compute A, (z,0) for v € D' and all u € V
by means of backward recursion.

(¢) The speed-up factor from using backward recursion instead of forward recursion.
(d) The speed-up factor under the assumption [V = 2|V| and [V®)| = |V|.
Let (V,D,D', E,0,{gvw0}ve(pup)\v,6c0) & compute graph such that:
e D=V and D' = {vou}
E=(VxVO)u (VD x {vou})
e O=RF
Forallv e (DUD')\V,all 0 € © and all z € RY: gya(ap,6(z)) = ,cp, Ouw up(2)

The function fp: RY — R{vut} defined by this compute graph is such that for all z € RY:
fo(z) = Z Z Ovr vy Qv To - (2)
veEV eV (1)
Given the objective of the l5-regularized non-linear logistic regression problem

0(6) = 3 (~uefolea) +log (1+2762)) 1 1B gz Q
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i. Calculate the Hessian of ¢, i.e. H? such that Hi‘j» = %, in terms of the gradient Vy f
iOYj

and the Hessian HY of f- Recall that ¢ is convex in @ if 2TH?z >0 for all z € R”.
ii. Calculate the gradient Vyf and Hessian H for f, as in (2).



