
MACHINE LEARNING 1 WS2019/20
4. EXERCISE

- Clustering -

problem 1. Write down all possible clusterings and their cost for the following
graph:

problem 2. You want to cluster N elements into C clusters. Let the size of the
clusters be equal to K and N = C ·K. Hwo many internal and external edges does
a fully connected graph with all elements have? (e.g. N=1000, C=10)

problem 3. Download the MNIST data. For the first 1000 (e.g.) images calculate
the cost matrix as the negative L2-norm between every image pair. Add a const
to allow a choosable percentage of cost values to be positiv. Consider the fully
connected graph of all images. Use the Kernighan-Lin algorithm to cluster that
graph and give an interpretation of the result. You may use this modified Kernighan-
Lin code. In addition change it to have a fixed number of clusters. Compare the
results.

For reading and writing images additional libraries are not necessary in this case
but may be used - e.g. OpenCV, scikit-image. Here is a starting code to read the
data and calculate the cost matrix.
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http://yann.lecun.com/exdb/mnist/
https://github.com/bjoern-andres/graph/blob/master/include/andres/graph/multicut/kernighan-lin.hxx#L485
https://github.com/bjoern-andres/graph/blob/master/include/andres/graph/multicut/kernighan-lin.hxx#L485
https://mlcv.inf.tu-dresden.de/courses/ws19/ML1/KL_Clust/mnist_task.cpp

